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PhD Proposal in Computer Science

Towards more energy-efficient software with new cost models for
optimizing compilers

Abstract. More energy-efficient computing requires software that consumes less power while
delivering good performance. Such software requires optimizing compilers able to generate binary
code adapted to the target machine and efficient in terms of time and energy. The compiler must
therefore have a cost model giving an objective function that drives the search for an optimum.
The objective of this thesis is to design such a cost model coupling time and energy, and to integrate
it to the compiler optimization passes.

Keywords. Compilation, optimization, energy, machine learning, cost models, computer
architecture.

Context. The energy consumed by the renewal of computer servers strongly penalizes the gains of consump-
tion obtained by the use of more modern servers: the manufacture of a server consumes an energy equivalent
to several years of its use, without counting the consumed resources such as water and minerals, sometimes
critical and non renewable.

The Gabian project of Mines Paris studies the extension of the life span of these computer servers by using an
experimental platform of hundred decommissioned heterogeneous servers. Considered as waste, they can be
altered and modified to conduct different types of experiments on the energy consumption of applications,
their time efficiency, as well as on the behavior of the different hardware components as they age.

Equipped with sensors to measure energy consumption and temperature, the platform offers a concrete
experimental ground to study in detail the behavior of software and their improvements, especially on the
lower layers composed of the operating system and compilers.

Gabian, by extending the life of machines, must contribute to a computing more efficient in energy and mineral
resource consumption, by evaluating the impact of this extension on time and energy efficiency, as well as on
the reliability of applications, by proposing new approaches to improve these different aspects.

Problem. The hardware architecture on which the binary code generated by a compiler will run is very
complex, with many types of parallelism available – pipelines, vector units, multiple cores, one or more GPUs –
as well as a deep memory hierarchy where each level has a very different size, bandwidth, and latency. This
architecture is poorly exploited by compilers because it is poorly modeled [7].

On the other hand, there are currently no cost models integrated in compilers indicating the energy consumption
of instructions, especially in relation to memory accesses which have a strong impact on it. Even if the speed
of the code and its energy consumption seem to be correlated, their relationship is still poorly understood and
requires significant experimental work to obtain an accurate analytical model.

In compilers, the current back-ends, responsible for the generation of the final assembly code after all transfor-
mations, use very simple execution cost models to hope to achieve the fastest possible code, with as metric
the number of processor cycles [11]. This approach is too simple to allow a relevant prediction of the real
behavior of the generated code: for example, it lacks the consideration of cache or TLB effects.

The middle-ends of these compilers, responsible for optimizations, parallelizations and restructurings of the
code, are generally not directed by cost models common to the different passes: the transformation operations
are mainly based on a heuristic approach specific to each type of transformation, where the approximations
made are sometimes very far from what will really happen when the final code is executed. Thus, one pass
can make decisions that have a negative impact on the optimization potential of other passes taking place
before or after.
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Obtaining time or energy efficient code therefore requires a re-examination and evolution of the cost models
used by optimizing compilers.

Objective. This thesis work should contribute to the improvement of cost models driving compiler optimiza-
tion decisions, both for time and energy.

After reviewing the state of the art in the field (see for example [1, 8, 5, 9, 6, 4, 2]) and studying how these
cost models are currently used in compilers such as PIPS [12, 3], LLVM, and GCC, the improvement of these
models will require a good understanding of the different parameters impacting the execution time of a code
and its energy consumption on a specific machine architecture (types of processors, types of GPUs, sizes and
bandwidths of the available memories). These parameters will differ from one machine to another, which
will certainly make it necessary to design a parametric model that can be adapted to each machine. This
adaptation implies that the generated binary code will be specific to a particular machine and will therefore
have to be compiled specifically for that machine.

The use of a common parametric model for all runs may require deep transformations in the structure of
current compilers, so that optimizations are driven by the same objective function. Several approaches using
machine learning have been proposed citeBaghdadiR2021,ZhengW2018 and will also need to be explored,
especially on parametric aspects that may imply the need for new learning for each type of machine.

The design of the models as well as the tests will use the experimental platform of the Gabian project of
Mines Paris, which consists of a hundred heterogeneous servers equipped with hardware probes of power
consumption and temperature. The counters integrated in the processors will also be used.

An experimental implementation of a time/energy cost model could be done in a compiler, for example to run
an optimization pass like the loop distribution implemented by Mines Paris in GCC [10].

Skills expected and prerequisites. Good knowledge in compilers, computer architecture, and machine
learning. The candidate must hold an engineering degree or a master of science. Proficiency in english,
scientific writing in particular, is required.

Location. Centre de recherche en informatique (CRI), Mines Paris, PSL University, Campus Pierre Laffite,
Sophia-Antipolis, France.

Supervision. Georges-André Silber georges-andre.silber@minesparis.psl.eu, senior lecturer, and Fa-
bien Coelho, professor.

Application. CV, grades, statement of purpose, and letters of recommandation to send to the above email
address. Start date of the thesis: 01/10/2023. Application limit: 15/5/2023.
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