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Abstract. We give a simple proof of the cut elimination theorem for
super-consistent theories in natural deduction modulo, inspired by proof
normalization, but without explicit proofs. It can also be formulated as
a completeness proof for the cut free calculus. This formulation involves
some kind of V-complexes. We then discuss application to simple types
theory and the links, in this case, with the normalization and purely
semantical methods, in particular those using V-complexes.

1 Introduction

Deduction modulo is an extension of predicate logic where some axioms may be
replaced by rewrite rules. For instance, the axiom x + 0 = x may be replaced by
the rewrite rule 2 + 0 — z and the axiom ¢ C y < Vz (2 € = z € y) may be
replaced by the rewrite rule x Cy — Vz (z € x = z € y).

In the model theory of deduction modulo, it is important to distinguish the
fact that some propositions are computationally equivalent (e.g. x C y and
Vz (2 € x = z € y)) in which case, they should have the same value in a model,
from the fact that they are provably equivalent (e.g. Pythagora’s Theorem and
Thales’ Theorem) in which case they may have different values. This has lead, in
[3], to introduce a generalization of Heyting algebras called truth-value algebras
and a notion of B-valued model, where B is a truth value algebra. We have
called super-consistent the theories that have a B-valued model for all truth
values algebras B and we have given examples of consistent theories that are not
super-consistent.

In deduction modulo, in some theories, some proofs do not normalize. For
instance, in the theory formed with the rewrite rule P — (P = @), the propo-
sition @) has a proof but no cut free proof. In some other theories, such as the
theory formed with the rewrite rule P — (Q = P), all proofs strongly nor-
malize. We have proved in [3] that all proofs normalize in all super-consistent
theories. This proof proceeds by observing that reducibility candidates [6] can
be structured in a truth value algebra and thus that super-consistent theories



have reducibility candidate valued models. Then, the existence of such a model
implies proof normalization and hence cut elimination [5]. As many theories, in
particular arithmetic and simple type theory, are super-consistent, we get back
Gentzen’s and Girard’s theorem as corollaries.

This paper is an attempt to simplify this proof replacing the algebra of re-
ducibility candidates by a simpler truth value algebra. Reducibility candidates
are sets of proofs and we show that we can replace each proof of such a set by
its conclusion, obtaining this way sets of sequents, rather than sets of proofs, for
truth values. The proof we obtain this way is not a strong normalization proof
but just a cut elimination proof.

Although the truth values of our model are sets of sequents, our cut elim-
ination proof makes use of another truth value algebra, that happens to be a
Heyting algebra: the algebra of contexts.

We can build another model where truth values are contexts, but this requires
to enlarge the domain of the model using a technique of hybridization. The
elements of such an hybrid model are quite similar to the V-complexes used in the
semantic proofs of cut elimination for simple type theory [10,11, 1,2, 7]. Thus, we
show that these proofs can be simplified using an alternative notion of V-complex
and also that the V-complexes introduced for proving cut elimination of simple
type theory can be used for other theories as well. Finally, this hybridization
technique allows to have a uniform view of the two main techniques used to
prove cut elimination: normalization and model theoretic completeness of the
cut free calculus.

2 Super-consistency

To keep the paper self contained, we recall in this section the definition of de-
duction modulo, truth values algebras, B-valued models and super-consistency.
A more detailed presentation can be found in [3].

2.1 Deduction modulo

Deduction modulo [4, 5] is an extension of predicate logic (either single-sorted or
many-sorted predicate logic) where a theory is defined by a set of axioms 7 and
a congruence = defined by a confluent rewrite system rewriting terms to terms
and atomic propositions to propositions. The deduction rules, for instance the
natural deduction rules, are modified to take the congruence = into account. For
example, the modus ponens rule is not stated as usual

I'rA=B T'FA
I'-B

but
r-C I'tA

TF B C=A=1B



In deduction modulo, some proofs, in some theories do not normalize. For in-
stance, in the theory formed with the rewrite rule P — (P = @), the propo-
sition () has a proof but no cut free proof. In some other theories, such as the
theory formed with the rewrite rule P — (Q = P), all proofs strongly normal-
ize.

In deduction modulo, like in predicate logic, normal proofs of a sequent of
the form F A always end with an introduction rule. Thus, when a theory can be
expressed in deduction modulo with rewrite rules only, i.e. with no axioms, in
such a way that proofs modulo these rewrite rules strongly normalize, then the
theory is consistent, it has the disjunction property and the witness property,
various proof search methods for this theory are complete, ...

Many theories can be expressed this way in deduction modulo, in particular
arithmetic and simple type theory and the notion of cut of deduction modulo
subsumes the ad hoc notions of cut defined for these theories.

For instance, simple type theory can be defined as follows.

Definition 1 (Simple type theory). The sorts are inductively defined by ¢
and o are sorts and if T and U are sorts then T — U is a sort. The language
contains the constants Spyy of sort (T - U - V) - (T —-U) -T -V,
Kry of sort T — U — T, T of sort o and L of sort o, =, A and V of sort
0 — 0— o, Vr and 31 of sort (T — o) — o, the function symbols ar,y of rank
(T'— U, T,U) and the predicate symbol € of rank (o).

The rules are

a(a(a(ST,U,Va l‘), y)a z) - O‘(a(xa Z)’ a(y7 z))

2.2 Truth values algebras

Definition 2 (Truth values algebra). Let B be a set, whose elements are
called truth values, B™ be a subset of B, whose elements are called positive truth
values, A and &€ be subsets of p(B), T and L be elements of B, =, A, and V
be functions from B x B to B, ¥V be a function from A to B and 3 be a function
from & to B. The structure B = (B,BT, A, £, T,L,=,A,V,V,3) is said to be a
truth value algebra if the set BT is closed by the intuitionistic deduction rules
ie. if foralla, b, cin B, Ain Aand E in €&,



ifa = be Bt and a € B" thenbe BT,
a=>b=>acBT,
(a=>b=c)=>(a=>0b) =a=>ceBT,
T e B,

1 3 acBt,

a=b= (a Ab)eBT,
aAb)=aeBT,

= be BT,

© % RS U oo~
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10. b

11. (aVb) = (a=c)= (b= c) = ce BT,

12. theseta = A={a=>e|ec Al isin Aandthe set E =>a={e=>alec
E} isin A,

13. if all elements of A are in Bt thenV A€ Bt,

14.¥(a=>A)=a= (VA eBT,

15. ifa € A, then (Y A) = a € BT,

16. ifa € E, then a = (3 E) € BY,

17. AE) =V (E = a) > ac B.

Remark. Any Heyting algebra is a truth value algebra. The operations T, A,
V are greatest lower bounds, the operations L, V, 3 least upper bounds, the
operation = the arrow of the Heyting algebra and Bt = {T}.

Definition 3 (Full). A truth values algebra is said to be full if A =& = p(B),
ie. if V A and 3 A exist for all subsets A of B.

Definition 4 (Ordered truth values algebra). An ordered truth values al-
gebra is a truth values algebra together with a relation T on B such that

— C is an order relation,

— BT is upward closed,

— T and L are mazimal and minimal elements.

- AV, Y and 3 are monotonous, = 1is left anti-monotonous and right monotonous.

Definition 5 (Complete ordered truth values algebra). A ordered truth
values algebra is said to be complete if every subset of B has a greatest lower
bound for C.

2.3 Models

Definition 6 (B-structure). Let £ = (f;, P;) be a language in predicate logic
and B be a truth values algebra, a B-structure for the language L, M = (M, B, i, 15]>
s a structure such that fi is a function from M™ to M where n is the arity of
the symbol f; and Pj is a function from M"™ to B where n is the arity of the
symbol P;.

This definition extends trivially to many-sorted languages.



Definition 7 (Denotation). Let B be a truth values algebra, M be a B-structure
and ¢ be an assignment. The denotation [A]y of a proposition A in M is defined
as follows

- [['Tﬂ¢ = ¢(z), A

- [[f(th ~~~7tn) ¢ = fA([[tl]]dﬂ ey [[tnﬂ¢)7
- [P(t, ---ltn)]]aﬁ = P(Htl]]aﬁv ) [[tnﬂ¢)7
= [Tle=T,

- [l =L,

— [A= Bls = [Als = [Bls,

— [AABly = [A]s A [Blo,

- [AV Bly = [A]s V [Ble,

= [z Ay =V {[Alg+e/a) | € € M},
— [B2 Aly = 3 {[Alp+(e/x) | € € M}

Notice that the denotation of a proposition containing quantifiers may be unde-
fined, but it is always defined if the truth value algebra is full.

Definition 8 (Model). A proposition A is said to be valid in a B-structure M,
and the B-structure M is said to be model of A, M = A, if for all assignments
&, [Aly is defined and is a positive truth value.

Let T, = be a theory in deduction modulo. The B-structure M is said to be a
model of the theory T, = if all axioms of T are valid in M and for all terms or
propositions A and B such that A = B and assignment ¢, [A]s and [B], are
defined and [A]y = [B]g.

Proposition 1 (Soundness and completeness). 7 F= A if and only if A is
valid in all the models of T, = where the truth values algebra is full, ordered and
complete.

2.4 Super-consistency

Definition 9 (Super-consistent). A theory 7, = in deduction modulo is super-
consistent if it has a B-valued model for all full, ordered and complete truth values
algebras B.

Proposition 2. Simple type theory is super-consistent.

Proof. Let B be a full truth values algebra. The model M, = {0}, M, = B,
Moy = M, Sruy =a— (b= (c— a(c)(b(c)), Kru = a— (b a),
d(a,b):a(b),é(a):a,T:'T',J'_:j_,:&::},/c\:f\,\?/:\?’VT:aH

Vr(Range(a)), 3r = a — Ip(Range(a)) where Range(a) is the range of the
function a, is a B-valued model of simple type theory.



3 Cut elimination

3.1 The algebra of sequents

We are now ready to prove that super-consistent theories have the cut elimination
property.

Definition 10 (Neutral proof). A proof is said to be neutral if its last rule
is the axiom rule or an elimination rule, but not an introduction rule.

Definition 11 (A positive definition of cut free proofs). Cut free proofs
are defined inductively as follows:

— a proof that ends with the axiom rule is cut free,

— a proof that ends with an introduction rule and where the premises of the
last Tule are proved with cut free proofs is cut free,

— a proof that ends with an elimination rule and where the major premise of
the last rule is proved with a meutral cut free proof and the other premises
with cut free proofs is cut free.

Definition 12 (The algebra of sequents).

T is the set of sequents I' - C' that have a neutral cut free proof or such that

C=T.

— 1 is the set of sequents I' - C' that have a neutral cut free proof.

— a A b is the set of sequents I' - C that have a neutral cut free proof or such
that C = (AN B) with (I' - A) € a and (I' -+ B) €b.

— a V b is the set of sequents I' = C that have a neutral cut free proof or such

that C = (AV B) with (I' - A) €a or (I'F B) €b.

a = b is the set of sequents I' b C' that have a neutral cut free proof or such

that C' = (A = B) and for all contexts X such that (I, X+ A) € a, we have

(I'X+ B) €b.

— YV S is the set of sequents I' - C that have a neutral cut free proof or such
that C = (Vx A) and for every term t and every a in S, (I' + (t/z)A) € a.

— 3 S is the set of sequents I' - C' that have a neutral cut free proof or such

that C = (3x A) and for some term t and some a in S, (I' + (t/x)B) € a.

Let S is the smallest set of sets of sequents closed by T, LA, V,=,V, 3
and by by arbitrary intersections.

The structure (S,S, p(S),p(S),'T'7l,:~>,/~\,\7,9,§|,§) 1s a full, ordered and
complete truth values algebra.

Proposition 3. Let a be an element of S.

- (IAF A) €a.

If (' B) €a then (IAF B) € a.
If('FA)€aand B= A then (I'+ B) € a.
— If(I' A) €a then I' b A has a cut free proof.



Proof. The first proposition is proved by noticing that the sequent I, A - A has
a neutral cut free proof. The others are simple inductions on the construction of
a.

Remark. The algebra S is not a Heyting algebra. In particular T A T is different
from T: the first set contains the sequent F T A T, but not the second.

Consider a super-consistent theory defined by a confluent rewrite system. Let
= be the congruence generated by this rewrite system. Let 7 be the set of open
terms in the language of this theory.

As this theory is super-consistent, it has a S-model. Let M be this model.
As usual, the domain of M will also be called M.

3.2 The algebra of contexts

Definition 13 (Projection). Let b be a set of sequents and A a formula, we
define the projection of b along A, b 1 A as the set of contexts I' such that
(' A)eb.

Definition 14 (Outer value [8,9]). Let A be a proposition and ¢ be a valua-
tion and o a substitution, we define the set of contexts [A]] as the set [A], <o A
ie. {I'| (I'tcA) € [A]s}-

Proposition 4. — (I',0A) € [A]].
— If T € [B]S then I, A € [BIS,.
— If I' € [A]g and B = A then I' € [B]3.
— If I' € [A]§ then I' k- 0 A has a cut free proof.

Proof. From Proposition 3.

Definition 15 (The algebra of contexts). The set {2 is the smallest set of
set of contexts containing all the [A]y for some proposition A and assignment ¢
and closed by arbitrary intersections.

Notice that each element ¢ of §2 can be written of the form

e = (A7
Proposition 5. The set {2 ordered by inclusion is a complete Heyting algebra.

Proof. The maximum element T is [T], it is the set of all contexts, as, by Def-
inition 12, for any context I', (I" = T) € T. The minimum element L is the
intersection of all elements of 2. The binary infimum A is binary intersection.
The infinitary infimum V is infinitary intersection. The binary supremum of a
and b a V b is the intersection of all the elements that contain a U b



Notice that, in this definition, we could also restrict to the case where ¢ has
the form [C]7. The infinitary supremum 3 S of a the elements of a set S is the
intersection of all the elements that contain the union of the elements of S

38 = ﬂ c
(UsS)Ce

In this definition, we could again also restrict to the case where ¢ has the form
[CT;. Finally, the arrow = of two elements a and b is the supremum of all the c
in {2 such that anc <b

a=>b=3{ceN]anc<b}

Notice that {2 is a non trivial Heyting algebra, although the truth values
algebra § is trivial in the sense that all truth values are positive and that is ins
not the quotient S/S™ that is a trivial Heyting algebra.

Proposition 6 (Key lemma).

- [Tlg=T,

- g =1 )

— [AAB]G = [A]7 A [B]g,

— [AvB]7 = [A]7 V [B]g,

- [A= BJ] = [A]] = [B]7,

— VaAlg =V {[AIJT0) [ te T de M},
— BeAlg =3 {[AIL2) [ te T de M},

Proof. — By definition of T.

— The set L is the intersection of all [CT5. In particular, 1c [L]3. Conversely,
let I € [L]7. Consider arbitrary C, p and 7. By Definition 12, I" - o L has
a neutral cut free proof. So does I' - 7C' and thus I" € [C]]. Hence I" is an
element of all [C]7 and therefore in their intersection L.

— Let I € [A]§ A [B]g = [A]§ N [B]. We have I' € [A]§ and I" € [B] and
thus I' - 0A € [A], and I' - 0B € [B],. From Definition 12, we get
I'to(ANB) € [AN B],. Hence I' € [AA BJj. Conversely, let I € [AV BJ7,
we have I' - 0 (A A B) € [A],A[B] . If I' = 0(A A B) has a neutral and cut
free proof, then so do I' - 0A and I' - 0 B. Thus I" € [A]] and I" € [B]7,

hence I' € [A]7N[B]g = I € [A]JA[B]}. Otherwise we directly have I" € [A]]
and I" € [B]] and we conclude the same way.

— Let us first prove [A]] V [B]7 C [AV B]7. It is sufficient to prove that [AV B]g
is an upper bound of [A]] and [B]. Let I" € [A]]. We have (I" - 0 A) € [A],.
By Definition 12, (I' - o(AV B)) € ([A], V [B];) = [AV B],. Thus
I" € [Av B]7. We prove, in a similar way, that if I € [B]] then I" € [AV B]7.
Conversely, let I' € [AV BJj. Let C, p andt such that [A] U [B]] C [C]].
We have (I' =0 AV B) € ([A], V [B] ). From Definition 12, there are three
cases to consider. First, if I' - o(A V B) has a neutral cut free proof. As



(IoA) € [A]g C [C]}, I'oA I 7C has a cut free proof by Proposition 4.
In a similar way, I',o0B I 7C has a cut free proof. Hence, we can apply the
V-elim rule and obtain a neutral cut free proof of I' - 7C. Thus I € [C]7].
As I' is an element of all such sets [C]7, it is an element of their intersection
[A]7 v [B]g. Second, if (I' - 0 A) € [A],. We have I" € [A]7 C [C]]. Again,
I is an element of the intersection of all such sets. The case I' - 0B € [B],
is similar.

Let us prove [A = B|7 C [A]] = [B]7. This is equivalent to [A]7 N [A =
B C [B]g. Suppose I' - 0A € [A]y and I' + 0A = 0B € [A= B], =
[A]l,=[Bl,. If I' - 0 A = 0B has a neutral cut free proof, so does I' - 0B,
as I' = oA has a cut free proof. Thus I' € [B]7. Otherwise, considering
an empty X, we have I' - oA € [A], and thus we get I' - 0B € [B],.
Conversely let us prove [A]7 = [B]§ C [A = BJ7. We have to prove that
[A = BJ7 is an upper bound of the set of all the ¢ such that ¢ N [A]F C
[B]7. Let such a ¢, we have to prove ¢ C [A = BJJ. As noticed ¢ has
the form ([Cy]7i. Let I" € c. We must show I' - 0A = 0B € [A= B, =
[A]s=[B],. For this, let X' such that I, X' - 0 A € [A] ;. This is equivalent to
I, Z € [A]§. By Proposition 4, we know that I', X' € [C |7:. Therefore it is an
element of their intersection. Thus I', ¥ € [B]7. Finally (I, X' 0 B) € [B],.
Hence ¢ C [A = BJJ.

Let I' € ﬂ{[A]ZiEZ//?)} Then we have for any ¢t and any d, I' - (o+(t/x))A €
[Al 41 (ajz)- Hence, I' b oVzA € 9{[[A]}¢+(d/m)} = [VzA],. Conversely, let
I' € [VzAlj. Then I' - oVz A € [VoA],. If I' - oVxA has a neutral cut free
proof then so does the sequent I' F (0 + (t/x)) A for any t and this sequent
is an element of [A],, 4/, for any d. Hence I' € [A]ZIEZ//?) for any ¢, d. So
it is an element of their intersection. Otherwise, by Definition 12, for all ¢
and d we have I' (o + (t/x))A € [Al 4 4/, thus it is an element of their
intersection.

Aot/

We first prove that for any ¢, d, [JzA]7 is an upper bound of {[A ]<¢>+ (d/2) |t e
T,d € M}. Let t, d and I' € [A]750/") We have I' - (o + (t/2))A €

[Al 4+ (4/2)- By Definition 12, I' b o3z A € EI{HA]]¢}. Hence I' € [3zA]7 and

[AIGE2) € [z Al for any ¢, d so 3 {[AJT{) | t€ T,d e M} C [BwAl3.

Conversely, let I" € [EIxA]g. Suppose I' - o3x A has a neutral cut free proof.

Let u = ([C;i]}: an upper bound of {[A ]gi(td//g;) |t € T,d € M}. We can
choose u = [C]7, since we need the intersection of the upper bounds. Since
this holds for any t € 7, d € M this also holds for a variable y not appearlng
in ¢ and 0. Let ¢/ = ¢ + (d/x) and o’/ = o + (y/x). By definition: [A]g, C
[C;. By Proposition 4, 0’A € [A]y. Hence 0’A € [C]]. Thus the sequent
o’AF 7C € [C], has a cut free proof by Proposition 4. Thus so does the

sequent I" = 7C. Hence I' € [C]]. This is valid for any C upper bound of

{[A]gi(f//x) |t € T,d e M}. So, I in their least upper bound 3{[A ]Zi(fl//j:))}

Otherwise by Definition 12, I' + odzA is such that for some term ¢ and



element d, I' & (0 + (t/))A € [A]y, (4 This shows that I' € [AJ7 17

b +(d/)"
Then I' € H{[A)JTY) | te T,de M}.

3.3 Cut elimination

Let I'= Ai, ..., A, be a context, we write [I']§ for [A1]] A ... A [A,]5.

Proposition 7. [(t/z)A]] = [A]gig‘ftﬁ]f/)x)

Proof. I' € [(t/x)A]] if and only if (I" - o((t/2)A)) € [(t/x)A]s if and only if

. . o+(ot/x
(I'F (o + (ot/x))A) € [Al g1 (1, /2 if and only if I" € [A]¢ig[[t]]/¢/)w)'
Proposition 8. If I' - B is provable then for every substitution o, every valu-
ation ¢, [I']7 C [BIg.

Proof. By induction on the structure of the proof of I' + B.

— If the last rule is the axiom rule, then the formula B is equivalent to one of
the A;’s and thus [I']7 C [B]7.

— If the last rule is T-intro then B =T and as {2 is a Heyting algebra [I']7 C
T =[B]3.

— If the last rule is l-elim, then the premise is equivalent to I' = 1. By
induction hypothesis, we have [I']] C [1]7 = L. Hence, as £ is a Heyting
algebra, [I']7 C [BJ7.

— If the last rule is A-intro, then B = (CAD) and the premises are equivalent to
I't Cand I' = D. By induction hypothesis, we have [I']7 C [C]7 and [I']] C
[D]g. Thus, as §2 is a Heyting algebra, [I']7 C [D]g A [D]§ = [CAD]g = [B]7.

— If the last rule is A-elim1 then the premise is equivalent to I' - B A C' and
by induction hypothesis, we have [I']§ C [BAC]] = ([B]g A [C]7). Thus, as
§2 is a Heyting algebra, [I']7 C [B]7.

— If the last rule is A-elim2, the proof is similar.

— If the last rule is V-introl, then B = (C' V D) and the premise is equivalent
to I' = C. By induction hypothesis, we have [I']7 C [C]7. Thus, as {2 is a
Heyting algebra, [I']7 C [C]7 V [D]] = [C Vv D] = [B3.

— If the last rule is V-intro2, the proof is similar.

— If the last rule is V-elim then the premises are equivalent to I' = C'V D,
I''C & B and I'D + B. By induction hypothesis, we have [I']7 C ([C'V
Dig) = ([C]g v [D]g), [I'g A [C]g € [Blg and [I']g A [D]g C [B]3. Thus, as
12 is a Heyting algebra, [I']7 C [B]7.

— If the last rule is =-intro, then B = (C = D) and the premise is equivalent
to I,C' - D. By induction hypothesis, we have [I']7 A [C] C [D]7. Thus, as
12 is a Heyting algebra, [I']7 C [C]] = [D] = [C = D] = [BJj.

— If the last rule is =-elim, then the premises are equivalent to I' = C' = B and
I+ C. By induction hypothesis, we have [[']7 C [C = BJ]7 = ([C]] = [B]7)

and [I']7 C [C]7. Thus, as §2 is a Heyting algebra, [I']7 C [B]J.



— If the last rule is V-intro, then B = Va C', the premise is equivalent to I"' - C
and x does not occur in I'. By induction hypothesis, we have for all ¢ and d,
(I3 < [C];igi td)) Thus, as £2 is a Heyting algebra, [I]5 C V {[C ]‘;i(td//a;) |t e
T,d € M} = [Va C]7 = [BJ].

— If the last rule is V-elim, then B = (t/x)C and the premise is equiva-
lent to I' F Vz C. By induction hypothesis, we have [[']] C [Vz C’]g =

v {[C ]‘;IEZ//?) | t € T,d € M}. Thus, as 2 is a Heyting algebra, [I']7 C

CI3 i) = [(6/2)Co = B

— If the last rule is 3-intro, then B = Jx C and the premise is equivalent to I" -
(t/x)C. By induction hypothesis, we have [I']§ C [(t/x)C]3 [C]gig‘[[ftt]]//?)
Thus, as {2 is a Heyting algebra, [I']] C 3 {[C ]gi(fi//? |teT,de M} =
[Fz O3 = [B]3.

— If the last rule is 3-elim then the premises are equivalent to I' - Jdz C and
I''C + B where the variable x occurs neither in I" nor in B. By induction

hypothesis, we have [['] C [3z C]] = 3 {[C ]Zi(;//z) |t € T,d € M} and

for all ¢ and d, [I']g A [C]ZIEZ//?) C [B]g. Thus, as §2 is a Heyting algebra,
(175 < [BIg-

Theorem 1 (Cut elimination). If the sequent I' b B is provable, then it has
a cut free proof.

Proof. Let I' = Ay, ..., A,,. Consider an arbitrary valuation ¢ and an arbitrary
substitution o. By Proposition 4, we have I' € [A4]], ..., I" € [A,], thus I" €
[I']3. By Proposition 8, we have I" € [B]7, and, by Proposition 4 again, I' - B
has a cut free proof.

4 Hybridization

In this section, we show that the set of contexts [A]7 can be seen as the denotation
of the proposition A in another model D that is {2-valued and build from M.
This model will permit to give an alternative cut elimination proof that proceeds
by proving the completeness of the cut free calculus. The elements of this model
are quite similar to the V-complexes used in the proofs of cut elimination for
simple type theory that proceed by proving the completeness of the cut free
calculus. So we shall give a generalization of the notion of V-complex that can
be used not only for simple type theory but for all super-consistent theories.

Consider a super-consistent theory and the its model M defined in section
3.

Definition 16 (The model D). The model D is a 2-valued model with domain
D = T' x M where T' is the set of (classes modulo = of) open terms of the
language of the theory and M the domain of the model M.



Let f be a function symbol of the language and fM its interpretation in the
model M, the interpretation fP of this symbol in the model D is the function
from D™ to D

(t1,a1), ooy (tpyan) = (f(trs s tn), f a1, s an))

Let P be a predicate symbol of the language and PM s interpretation in the
model M. The interpretation PP of this symbol in the model D is the function
from D™ to (2

(t1,a1), .., (tny an) — PM(ay, ... an) <UP(ty, .. ty)

Let ¢ be an assignment mapping variables to elements (t,d) of D. We write
' for the substitution mapping the variable z to a fixed representative of the
first component of ¥z and 1?2 for the M-assignment mapping z to the second
component of @z. Notice that by proposition 4, [A]i; is independent of the
choice of the representatives in 1.

Proposition 9. For any term t and assignment

[17 = (v, [e]y%)

For any proposition A and assignment

D 1

[AI7 = (]}

Proof. The first statement is proved by induction on the structure of ¢. The

second by induction over the structure of A. If A is atomic, the result follows

from the first statement, Definition 13 and Definition 16 and in all the other
cases, from Proposition 6 and the induction hypothesis.

Proposition 10 (D is a model of =). If A = B, then [[A]]5 = [[B]]}Z.
Proof. From Proposition 4, we have [Amz = [B]w:7 and, by Proposition 9, we
get [A2 = [BI?.

We obtain this way an alternative proof of Proposition 8 and hence of the cut
elimination theorem. Indeed, using Proposition 9, this rephrases to: if I"' - B then
[']7 € [B]7 and this is just the soundness theorem. The proof of Proposition
8 is indeed proof of an instance of the soundness theorem.

Unlike the model M where all propositions are valid (because all truth values
of § are positive), the model D allows to formulate the cut elimination proof as
a consequence of the completeness of the cut free calculus.

Proposition 11 (Completeness of the cut free calculus). Let 44, ..., A, B
be propositions. If the proposition (A1 A ... N A,) = B is valid in all Heyting
algebra valued models of the theory, then the sequent A, ..., A, &= B has a cut
free proof.



Proof. The model D is a Heyting algebra valued model of the theory, thus the
proposition (A1A...AA,,) = Bisvalid in D, i.e. for all ¢, ﬂ[[A,-]]g C [B]%, i.e., by

Proposition 9, ﬂ[AZ]iz C [B]y.- But, by Proposition 4, Ay, ..., A4, € [A,]ﬁ; Hence

Ay, . A, € [B]i; Therefore, by Proposition 4, the sequent Ay, ..., A, - B has
a cut free proof.

5 Application to simple type theory

As a particular case, we get a cut elimination proof for simple type theory.

Let us detail the models constructions in this case. Based on the language
of simple type theory, we first build the truth values algebra of sequents S as in
Definition 12. Then using the super-consistency of simple type theory, we build
the model M as in Proposition 2. In particular, we let M, = {0}, M, = S, and
Mr_y = ./\/l/(}/tT. Then we let Dy = 7y X My, where 77 is the set of terms of
sort T'. In particular, we have D, = 7, x {0} and D, = 7, x S. See [3] for further
details.

This construction is reminiscent of the definition of V-complexes, that are
also ordered pairs whose first component is a term. In particular, in the defi-
nition of V-complexes of [10,11,1,2,7], we also take C, = 7, x {0} but C, =
T, x {false, true}. In the intuitionistic case [2], we replace {false, true} by a
complete Heyting algebra. The semantic meaning is the second component.

The difference here is that instead of using the small algebra {false, true}
or a Heyting algebra, we use the larger truth values algebra S of sequents.

Another difference is that, in our definition, we first define completely the
hierarchy M and then perform the hybridization with the terms. Terms and
functions are more intricate in the definition of V-complexes as Cr_,y is defined
as a set of pairs formed with a term t of type T'— U and a function f from Cp
to Cy such that f(t', f) is a pair whose first component is ¢¢’. In our definition,
in contrast, Dy_y is the set of pairs formed with a term ¢ of type T'— U and
and an element of Mp_y, i.e. a function from My to My, not from Dy to
Dy. When we apply a pair (¢, f) of Dr_y to a pair (¢, ') of D, we just apply
componentwise ¢ to ' and f to f’ and get the pair (¢, ff’). With the usual
V-complexes, in contrast, the result of application is the pair f(¢', f') whose
first component is indeed tt’, but whose second component depends on f, f’,
and also t'. This is indeed necessary since, in the algebra {false,true} or in
a Heyting algebra, T and T A T have the same interpretation and thus in the
usual V-complexes models, the interpretation of T and T A T have the same
second component. The only way to make the second component of P(T) and
P(T AT) different is to make it depending of the first component. In our truth
value algebra, in contrast, T and T AT have different interpretations. Moreover,
[P(T)]P = [P(T)]M < P(T) whereas [P(TAT)]P = [P(TAT)JM<P(TAT).
In the first case, the element contains P(T) since P(T) F P(T) has a neutral cut
free proof and [P(T)]M™ is a member of the algebra of sequents. In the second
case, it contains P(T A T) for the same reason. But the converse is not true.
Hence these truth values are distinct.



Thus the main difference between our hybrid model construction and that of
the V-complexes is that we have broken this dependency of the right component
of the pair obtained by applying (¢, f) to (t’, f') with respect to t' leading to
a simpler construction in two steps. The reason why we have been able to do
S0, is that starting with a larger algebra for D,, our semantic components are
more informative and thus is sufficient to define the interpretation of larger
terms. Once this problem, specific to simple type theory, is solved, the V-complex
construction boils down to hybridization and can be generalized, as we have seen,
to all super-consistent theories.
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