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Abstract

Modulo scheduling is a 1-periodic cyclic scheduling technique that originates from
compiler instruction scheduling. To solve resource-constrained modulo scheduling
problems, we propose regular unwinding, a new framework based on the unwind-
ing of the cyclic scheduling problem and the acyclic scheduling under a regularity
constraint. Given A the modulo schedule period, a A-regular unwinded schedule is
such that two successive instances of any generic operation are scheduled at least A
cycles apart. We show the equivalence between modulo schedules of period A and
A-regular unwinded schedules of pseudo-polynomial size. We apply the regular un-
winding framework to solve in pseudo-polynomial time several modulo scheduling
problems with UET operations on parallel processors and on typed task systems.

Key words: cyclic scheduling, modulo scheduling, instruction scheduling,
monotone interval order, backward scheduling, modified deadlines

Introduction

Modulo scheduling [13][14] is the mainstream cyclic instruction scheduling
technique used by optimizing compilers for the software pipelining of loops
on instruction-level parallel processors. In modulo scheduling problems, a set
of operations {O;}1<i<, is repeatedly executed with an integral period of A
cycles, traditionally known as the initiation interval, subjected to renewable
resource constraints and uniform dependences with dependence delays. The
objective of modulo scheduling is to build a schedule that minimizes .

The current techniques to solve modulo scheduling problems in compilers are
domain-specific heuristics, some of them being satisfactory in practice [15].

Email address: Benoit.Dupont-de-Dinechin@st.com (Benoit Dupont de
Dinechin).

Technical report E/280/CRI 17 May 2006



However, no machine scheduling results have been applied to modulo schedul-
ing and the only known relaxations are the obvious ones: either remove all
resource constraints; or remove all dependence constraints. While this yields
lower bounds on the period A, no modulo scheduling relaxations are known
that include dependence circuits and resource constraints.

In this work, we propose the regular unwinding framework to solve resource-
constrained modulo scheduling problems. This framework combines two ideas:

p-Unwinding is the creation of an acyclic scheduling problem by instancing
p iterations of the modulo scheduling problem operation set {O; }1<;<, and
by instancing the dependences accordingly.

A-Regularity is the constraint that any two operation instances OF, Of“ cre-
ated by the unwinding of an operation O; of the modulo scheduling problem
are scheduled at least A cycles apart.

Thanks to the A-regularity condition, we show in Section 2 that: either the
p-unwinded schedule becomes A-stationary with all the Of,Of“ scheduled
exactly A cycles apart; or, the A-regularized p-unwinded scheduling problem is
infeasible for some p, implying there is no modulo schedule at period A. From
the A-stationary part of the p-unwinded schedule, we extract a 1-periodic cyclic
schedule with period A, that is, a modulo schedule. The A-regularity can be
enforced by introducing dependence arcs with a positive latency A between

any two operations OF, OF ™.

Like the classic modulo scheduling framework [13][14], our regular unwinding
framework requires that a period A be assumed before trying to schedule, a
difficulty addressed by performing a dichotomy search for a feasible value of
A. The novelty of regular unwinding however, is that for any assumed value of
A, acyclic machine scheduling techniques apply to the A-regular p-unwinded
scheduling problems. Whenever a polynomial-time solution is known for this
particular class of acyclic machine scheduling problems, the corresponding
modulo scheduling problem is solved in pseudo-polynomial time.

The presentation is as follows. In Section 1, we provide necessary scheduling
background, including extensions of the «|3|y scheduling problem denotation
and a survey of the scheduling algorithm of Leung, Palem and Pnueli [10]. In
Section 2, we formulate the resource-constrained modulo scheduling problem
and we establish the regular unwinding framework in the setting of renewable
resources. In Section 3, we apply this framework to modulo scheduling prob-
lems with Unit Execution Time (UET) operations on parallel machines, by
scheduling the p-unwinded problems with the Leung-Palem-Pnueli Algorithm
(LPPA). In Section 4, we extend these results to the typed task systems [9].



for (i=2; i<n; i++) {

a[i] = x+c[i-2];
b[i] = a[i]*f;
cfi] = a[il+blil;

}
Fig. 1. Sample cyclic instruction scheduling problem.

1 Deterministic Scheduling Background
1.1 Resource-Constrained Cyclic Scheduling Problems

A basic cyclic scheduling problem [8] is defined by a set of generic operations
{O;}1<i<n to be executed repeatedly, thus defining a set of operation instances
{OF ’fg%n, k € N. We call iteration k the set of operation instances {OF},<i<,.
For any 7 € [1,n] and k > 0 € N, let o denote the schedule date of opera-
tion instance OF. Basic cyclic scheduling problems are constrained by uniform
7 w?
dependences denoted O; <" O;:
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The latency 6 and the distance w! of uniform dependences are non-negative
integers. The carried dependences are such that w! > 0.
Let Of and OF,, be dummy operations defined by of = minj<;<, of and

def . . . . .
k1 = max;<i<, 0F. Given a feasible cyclic schedule {o#}t20_, ., its quality

is measured by the asymptotic throughput Res = limy_ U,QL
n+1

g

In case of cyclic scheduling on parallel processors [8], basic cyclic scheduling
problems are augmented with resource constraints. Each generic operation O;
has a processing time p; and there are m identical processors available. Each
OF requires one of the processors to be available between dates [oF, 0% + p;[.

In the present work, we are interested in resource-constrained cyclic schedul-
ing problems, where the resource constraints are adapted from the resource-
constrained project scheduling problems (RCPSP) [3]. Precisely, we assume a
set of renewable resources, also known as cumulative resources, whose avail-
abilities are given by an integral vector B. Each generic operation O; is also
associated with an integral vector b; of resource requirements and this defines
the resource requirements of all the operation instances {OF }¥>°. For the cyclic
scheduling problems we consider, the cumulative use of the resources by the
operation instances executing at any given time must not exceed B.
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Fig. 2. Unwind and find pattern cyclic scheduling heuristic.

To illustrate the resource-constrained cyclic scheduling problems that arise
from instruction scheduling of inner loops, consider the code and its depen-
dence graph displayed in Figure 1. Here the dummy operations Oy and O,, 1,
are labeled start and stop (to simplify the presentation, we did not include
the memory access operations). Here, operation O3 (c[i]=ali]+bli]) of iteration
i must execute before operation O; (a[i]=x+c[i-2]) of iteration i+2 and this
creates the uniform with distance 2 between O3 and O; (arc ¢; in Figure 1).

Assume this code is compiled for a microprocessor with an adder and a multi-
plier that operate in parallel. The adder and the multiplier may start a new op-
eration every cycle. However, due to pipelined implementation, the multiplier
result is only available after 3 cycles. This resource-constrained cyclic schedul-

_ 1 - - 1
ing problem is defined by p1 = po = p3 =1, B = , b1 = b3 = ,

o 0 1,0 1,0 3,0 1,2
by = . The dependences are O; < Os, O7 < O3, Oy < O3, O3 < O;.
1

The K -periodic schedules are solutions to cyclic scheduling problems that sat-
isfy the property IA € Q : o¥ + K\ = /™. Given a cyclic scheduling problem
on parallel processors with uniform dependences, there always exists K such
that the K-periodic schedules contain an optimal solution [8], but this K is
problem instance dependent. The asymptotic throughput R, of a periodic
schedule equals i, so the periodic scheduling problem is the construction of a
K-periodic schedule of minimum .

An effective heuristic technique for K-periodic scheduling is to schedule the
successive instances of the set of generic operations in acyclic context, until
a repeating pattern of K successive iterations appears in the schedule [2][1].
To ensure convergence, these “unwind and find pattern” techniques require
that a span-limiting uniform dependence O, .1 < Oy be added to the original
problem. In Figure 2, we apply the unwind and find pattern heuristic on our
sample problem to construct a 2-periodic schedule of period A = 3.



Fig. 3. Set of intervals and the corresponding interval-order graph.

1.2 Machine Scheduling Problem Denotation

In parallel machine scheduling problems, an operation set {O;}1<i<, is pro-
cessed on m identical processors. Each operation O; requires the exclusive use
of one processor for p; time units, starting at its schedule date ;. Scheduling
problems may involve release dates r; and due dates d;. This constrains the
schedule date o; of operation O; as o; > r; and there is a penalty whenever
C; > d;, with C; the completion date of O; defined as C; o, + p;. For prob-
lems where C; < d; is mandatory, the d; are called deadlines. A dependence
O; < Oj between two operations constrains the schedule with o; + p; < 0.
The dependence graph has one arc (O;, O;) for each dependence O; < O;.

Machine scheduling problems are denoted by a triplet notation «|f3|y, where «
describes the processing environment, 3 specifies the operation properties and
~ defines the optimality criterion. For the deterministic machine scheduling
problems, the common values of «, (3, are:

a : 1 for a single processor, P for parallel processors, Pm for the given m
parallel processors. We introduce X P to denote typed task systems [9)].

B :r; for release dates, d; for deadlines (if v = @) or due dates, p; = 1 for Unit
Execution Time (UET) operations.

v : o for the feasibility, C)qz O Lpg, for the minimization of these objectives.

The makespan is Ciaz < max; C; and the mazimum lateness iS L =

max; L; : L; = C; — d;. The meaning of the additional 3 fields is:

prec(l)) Dependence delays I, where O; < O, implies o; + p; + U< g;.

prec(ld = 1) All the dependence delays I/ have the same value [.

inTree The dependence graph is an in-tree. A

intOrder(mono 1) The dependence graph weighted by w(0;, 0;) = p; + 1 is
a monotone interval order (see below).

chainOrder(mono 17) Case of intOrder(mono I1), where the dependence graph
is the transitive closure of a chain that connects all operations.

subChainOrder(mono IJ) Case of intOrder(mono I), where the dependence
graph is the transitive closure of a chain that connects some operations.
Other operations are independent.



As introduced by Papadimitriou & Yannakakis [12], an interval-order is de-
fined by an incomparability graph that is chordal. An interval-order is also
the transitive orientation of the complement of an interval graph [12] (see
Figure 3). A monotone interval-order graph [11] is an interval-order graph
(V, E') with a non-negative weight function w on the arcs such that, given any
(vi, v)), (vi,v,) € E @ predv; C predvy = w(v;,v;) < w(v;,vy). Here predv;
and pred v, respectively denote the predecessors of v; and vy.

We extend further the a|3|y scheduling problem denotation to cyclic schedul-
ing problems by introducing the following [ fields:

prec(f),w!) Uniform dependences, implying cyclic scheduling.

circuit(f?,w!) The dependence graph is a single circuit that includes all the
operations.

subCz’rcuit(Gf , wf ) The dependence graph is a single circuit that includes some
operations; other operations are independent.

S w! =k The sum of the w! of the dependence graph is k& € IN. Because the
w! € N, in case S w! = 1 only one w? is non-zero.

m; = A\; The processing period of operation O; is ;.

The Graham List Scheduling Algorithm (GLSA) is a classic scheduling algo-
rithm where the time steps are considered in sequential order. For each time
step, if a processor is idle, the highest priority operation available at this time
is scheduled. An operation is available if the current time step is not earlier
than its release date and all its predecessors have completed their execution
early enough to satisfy the entering dependences of this operation. The GLSA
is optimal for P|r;;d;;p; = 1|e and P|r;; p; = 1|Lae when using the earliest
deadlines (or due dates) d; first as priority [4] (Jackson’s rule).

Definition 1 Given a scheduling problem, a pseudo-schedule is a set of dates,
one per operation, that satisfies the dependence constraints, the release dates
and the deadlines of the scheduling problem.

1.8 The Scheduling Algorithm of Leung, Palem and Pnueli

The Leung-Palem-Pnueli Algorithm (LPPA) [10] is a parallel machine schedul-
ing algorithm based on deadline modification and the use of the lower modified
deadline first priority in a GLSA. Generally speaking, the modified deadlines
{d}} of a scheduling problem are such that Vi € [1,n] : 0, +p; < d, < d; in any
schedule. By using the fizpoint modified deadlines' computed as explained

I Leung, Palem and Pnueli call them “consistent and stable modified deadlines”.



below, this GLSA solves the following problems in polynomial time:

Uprec(l] € {0,1});7i;ds;pi = 1]e
P2|prec(lf € {—1,0});ri;dis p; = 1]
PlintOrder(mono ] );ri; di; p; = 1|e
PlinTree(l! =1);dy; p; = 1|e

To find its modified deadlines {d}}1<;<n, the LPPA computes the optimal back-
ward schedule date o) of each operation O; and updates its current modified
deadline as d, < o} + p;. This process of deadline modification is iterated over
all operations until a fixpoint is reached.

A backward scheduling problem B(O;, S;) comprises an operation O;, an op-
eration set S; Z O; that contains the supporting set of O;, the dependence-
consistent release dates {r;} and the current modified deadlines {d}}. The
supporting set of O; contains the operations that affect its modified dead-
line 7. Defining S; as the union of the successors of O; and the operations
independent from O; ensures it contains the supporting set of O; [10].

A backward schedule {o}} for B(O;, S;) satisfies the transitive dependence

delays lf * from O, to any O; € S;, the resource constraints of m parallel pro-
cessors (assuming UET operations), the dependence-consistent release dates
and the current modified deadlines [10]:

o ol +p+Ut <0, VO;€8;:0; <0
[} VtGIN|{O]€{01}U5'103:t}]§m
° VOjG{Oi}USi:T;§0;<d;-

An optimal backward schedule for B(O;, S;) maximizes 0.

For any B(O;, S;) problem, Leung, Palem and Pnueli [10] propose the following
BackwardSchedule algorithm to compute its optimal backward schedule:

e Binary search for the latest date p of O; such that the constrained backward
scheduling problem (7} = p) A B(O;, S;) is feasible. If there is such p, define
the modified deadline of O; as d; = p + p;. Else the original scheduling
problem is infeasible.

e To find if a constrained problem (; = p) A B(O;,S;) is feasible, convert
the transitive dependences from O; to all the other O; € S; into release
dates; then, remove the dependences. This yields a relaxation, which is a
scheduling problem P|r;; d;; p; = 1|e.

e Optimally solve this P|r;; d;; p; = 1|e relaxation using a lower-level GLSA
with the earliest d; first priority (Jackson’s rule). This gives the feasibility
status of the relaxation.



Leung, Palem and Pnueli [10] also propose the following ModifiedDeadlines
algorithm that enables to compute the fixpoint modified deadlines with only
n applications of the BackwardSchedule algorithm:

(i) Propagate the constraints of the release dates and the deadlines along the
transitive dependence delays. This yields the dependence-consistent modi-
fied release dates {r}}i<i<, and the initial modified deadlines {d}}1<;<p.

(i) Define and initialize sets P as () and U as {O; }1<i<n.

(1) Select O; € U such that r} is maximal and O; has no successors in U.

(2) Compute d; by BackwardSchedule of B(O;, P) and update d; for all O; €
U —{O;} along the transitive dependence delays I’ ™.

(3) Remove O; from U and add it to P. Go to (1) until U is empty.

If any backward scheduling problem B(O;, P) is infeasible, then the original
scheduling problem is also infeasible. Theorem 7 of [10] proves that the fixpoint
modified deadlines computed by the BackwardSchedule algorithm are actual
deadlines of the original problem whenever this problem is feasible.

Let us now consider the set of dates {o} = d} — 1},<;<, derived from the fix-

point modified deadlines computed by the ModifiedDeadlines algorithm. These
dates are not a schedule, as some resource constraints may be violated.
Proposition 2 ([10]) The set of dates {0 = d! — 1}1<i<n computed by the

ModifiedDeadlines algorithm of Leung, Palem and Pnueli is a pseudo-schedule.

2 The Regular Unwinding Framework
2.1 Resource-Constrained Modulo Scheduling Problems

A modulo scheduling problem is a cyclic scheduling problem where all opera-
tions have the same processing period A € N, also called the initiation interval.
Being 1-periodic instead of K-periodic, the modulo schedules might exclude
all optimal solutions of a given cyclic scheduling problem instance. However,
in applications to software compilation and high-level synthesis, 1-periodic
schedules are preferred because of the code size increase of the K-periodic
schedules. In cases where such code size increase can be afforded, pre-unrolling
the loop and optimizing the common computations across the unrolled loop
body before modulo scheduling yields better results.

Compared to cyclic scheduling problems, a main simplification of modulo
scheduling problems is that they can be described, solved or relaxed by only



considering the set of generic operations {O; }1<;<,. In particular, by introduc-
ing the modulo schedule dates {o;}1<i<, such that Vi € [1,n],Vk > 0: oF =
o; + (k — 1)\, the uniform dependence constraints become:

67 !

[Rieg

0, < Oj:>0-f+0£§0-j+wz = 0; + 6] — ] <o

In our extended «|B|y scheduling problem denotation, a modulo scheduling
problem at period A is specified by adding m; = X in the 3 field.

Let {0;}1<i<n denote the modulo schedule dates of a set of generic operations
{O;}1<i<n. A resource-constrained modulo scheduling problem is defined by [7]:

0 wf.
e Uniform dependence constraints: for each such dependence O; < Oj, a

valid modulo schedule satisfies o; + 95 — )\wg < 0;. The dependence graph
without the carried dependences is a DAG.

e Cumulative modulo resource constraints: each operation O; requires b; >0
resources for all the time intervals [o; + kX, 0; + kA +p;[, & € N and the total
resource use at any time cannot exceed a given availability B. The integer
value p; is the processing time of O;.

J .
i

The first difficulty of modulo scheduling problems is that the constraints are
parametric with the period A. To solve modulo scheduling problems, one has
to select a value of A, then try to build a schedule. If scheduling fails, a new
attempt is made at a higher . In the classic modulo scheduling framework
[14], the search of a feasible period A starts from i, = max(yee, Ares), Where:

e [ S

/\rec = Imax¢
Zc w!

)\res = maxij<r<r [M—‘ : R= dlm(é)

C dependence circuit

BT

That is, Aec is the minimum A such that there are no positive latency circuits
in the dependence graph and A, is the minimum A such that the renewable
resources B are not over-subscribed.

Once a particular A is assumed, most modulo scheduling problems still cannot
be solved by classic machine scheduling techniques. Indeed, the modulo re-
source constraints introduce operation resource requirements of infinite extent.
Also, the uniform dependence graph may include circuits (directed cycles), un-
like machine scheduling precedence graphs that are acyclic. Even without the
circuits, some modulo dependence latencies 6/ — Aw! may also be negative.

The classic modulo scheduling heuristic is the modulo list scheduling algorithm
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Fig. 4. Modulo list scheduling with A = 3.

of Rau & Glaeser [13]. Given a value of A, this heuristic applies a Graham list
scheduling algorithm where each operation O; requires l;, resources. Then any
resource used by O; at date t is also considered busy at dates t+ kA, Vk € N in
order to satisfy the modulo resource constraints. Modulo list scheduling must
be repeatedly applied with increasing values of A until it succeeds.

Let us illustrate the classic modulo scheduling on the example of Figure 1.
1,0 3,0 1,2
The dependence circuit {O; < 03,05 < 03,03 < O1} imply o9 — 07 >

1No3—09 >3 N0y —o03>1—2)\ By summing these inequalities we get:

1 1
021+3+1—2>\:>)\2)\m:[%l:3

There is only one adder and there are two additions executed per iteration,
so the resource constraints yield another lower bound A > \..s = E} There-

fore, the minimum feasible A of this example is Apin = max(Aee, Ares) = 3.

Applying modulo list scheduling assuming A = 3 yields the modulo schedule
illustrated in Figure 4, which spans 5 cycles.

2.2 Unwinding the Modulo Scheduling Problem

Given a modulo scheduling problem with the operation set {O;}1<;<n, uni-
7 i

form dependences {O; < O;}ajeE, release dates {r;}1<;<, and deadlines
{d; }1<i<n its p-unwinded scheduling problem is defined by:

Operation Set {Of}ggf; with schedule dates {o¥}]=FP

- W -
Dependence Constraints of + ¢! < aer " V(i,j) € E\Vk € [1,p — W]
Resource Requirements bF & b; A pb & p, Vi € [1,n],Vk € [1,p]
Release Dates rF = r; + (k — 1)\, Vi € [1,n],Vk € [1,p]

Deadlines d* = d; 4 (k — 1)\, Vi € [1,n],Vk € [1,p]

We assume a modulo scheduling problem with release dates and deadlines and
the objective is to find a modulo schedule that minimizes the period .

— def j A, def ; d; —min; r; def -
We denote @ = max(; jjepwy, @ = [F0 ] — 1 and Q = max(©, @).

10



Proposition 3 The dependence graph of a p-unwinded scheduling problem is
acyclic with non-negative dependence latencies for any p > 0.

PROOF. The modulo scheduling problem is defined such that the depen-
dence graph without the carried dependences is acyclic. Unwinding the carried
dependences yield dependences OF < Oé- with [ = k + wzj > k. Therefore the
p-unwinded scheduling problem dependence graph has a topological sort. 0

Definition 4 A p-unwinded schedule is s-successive A-stationary starting at
iteration q if 3¢ € [1,p — s],Vi € [1,n],Vk € [¢,q + 5 — 1] : oF + X = oF.

By induction, a s-successive A-stationary p-unwinded schedule starting at it-
eration ¢ also satisfies: Vk € [1,s],¥i € [1,n] : 0¢ + kXA = o7,

Proposition 5 Given a modulo schedule {o;}1<i<n at period X\, for any p > 0
the set of dates {oF < o; + (k — 1))\}§f§f is a p-successive A-stationary p-

unwinded schedule.

PROOQOF. From the definition of the p-unwinded scheduling problems, the set
of dates {oF = o; + (k — 1))\}Ef§£ satisfies the dependence and the resource
constraints. This p-unwinded schedule is also p-successive \-stationary. 0

Definition 6 An interesting schedule is a p-unwinded schedule such that 3q €
[1,p] : {o: £ 6%} 1<icn is a modulo schedule.

Lemma 7 Given a p-unwinded scheduling problem, if two operations OF and

l ~ def rmax; d;—min; r;
O’ overlap then |l — k| < & = [FREA] — 1,

PROOF. If Of and O’ overlap then rj < d} and r} < df. This is equivalent
to (k — X < d; —r; and (I — k)X < d; — rj. Therefore |l — k|\ < max(d; —
rid; —j) = |1 — k| < DGTndn) o e dmin ] o ] k| <G+ 1.

Theorem 8 Given a \-feasible modulo scheduling problem, any s-successive
A-stationary p-unwinded schedule with s > €) is an interesting schedule.

PROOF. Assume a §2-successive A\-stationary p-unwinded schedule starting
at iteration g. The proof principle is to show that the dates {o; = 0{}1<icn
satisfy the constraints of the modulo scheduling problem at period .

11
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For any uniform dependence O; < O; of the modulo scheduling problem, the
corresponding constraint is o; 460 — Aw! < 0y, that is, of +-6] < o7 + Mw]. The

. b b X
p-unwinded schedule satisfies o + 6] < ag+wi and we have agﬂ’i =0 + I\
from Definition 4 since w] < © < Q, so of + 6] < of + M.

For the resources, assume the dates {o; & 0¢},<;<, violate the cumulative
modulo resource constraints. This implies that 3¢, 3J C [1,n],3k;,, kiy, ... €
N : t € Njes[oi,+ki, A, 0, +ki, \pi, [N ;e b;, > B. Let m € J such that k;,, is
minimal. Then all the intervals [o;, +(ki; — ki, )\, 03, + (ki, — ki, ) A+pi; [ overlap

at date t — k;,, A. For any j € J, the date o;; + (kij — ks, )\ satisfies the release
ki —

. . . +ki. —kip,
date and deadline constraints of operation ij ! . We apply Lemma 7 to

. . +ki.—kip, . N

the operations pairs (O] | Oé- € {OZ, ! Yier)soVj € J 0 < ki —ky, < 0.
Thanks to w-successive A-stationarity starting at iteration ¢, we have Vj € J :
q+ki . —kip,

unwinded schedule has resource conflicts. So the dates {o; < o }i<i<n do not
violate the cumulative modulo resource constraints. 0O

0;. and this yields the contradiction that the p-

J g

Definition 9 Two scheduling problems are equivalent iff the solution of one
yields a solution of the other in pseudo-polynomial time or both are infeasible.

Corollary 10 A modulo scheduling problem at period \ is equivalent to any
p-unwinded scheduling problem that has a Q-successive A-stationary schedule.

PROQOF. First assume a feasible modulo scheduling problem at period .
By Proposition 5, this yields a p-successive A-stationary p-unwinded schedule,
including p > €. Conversely, assume a p-unwinded scheduling problem that
has a (2-successive A-stationary schedule. By Theorem 8§, it is an interesting
schedule. This yields a modulo schedule in pseudo-polynomial time. 0O

2.3  Regular Unwinded Scheduling Problems

We proved in §2.2 that A-stationarity for €2 iterations yields a modulo sched-
ule. We show now that A-regularity for enough iterations implies A-stationarity.
Intuitively, if a A-regular p-unwinded schedule is not \-stationary, then the dis-
tance between some schedule dates of and their deadline d¥ strictly decreases
as p increases, so for large enough p the p-unwinded problem is infeasible.

Definition 11 Given a p-unwinded scheduling problem at period A\ with op-
eration set {Of}iigff, a corresponding schedule {af}ggff is regular if: Vi €

12



[1,n],Vk € [1,p—1]: oF + X < oFT.

Lemma 12 If a A\-reqular p-unwinded schedule is not s-successive \-stationary,
then: Yq € [1,p —s],3i € [1,n] : 0! + s\ < 07",

i

PROQOF. For any p-unwinded schedule that is not s-successive A-stationary,
by Definition 4: Vg € [1,p — s],3i € [1,n],3k € [g.q + 5 — 1] : 0F + X # oFT.
By M-regularity, o! + X\ < o™ VI € [1,p — 1]. Adding these inequalities for
I €[q,q+s— 1] yields the result, as Ik € [¢, g+ s — 1] : oF + X < o

Theorem 13 Given a \-feasible modulo scheduling problem, Vs > 0,3r >
0,Vp > r: any A-reqular p-unwinded pseudo-schedule is s-successive \-stationary.

PROOF. By contradiction, assume ds > 0,Vr > 0,dp > r: a A-regular p-
unwinded pseudo-schedule is not s-successive A-stationary. From Lemma 12
this implies Vg € [1,p —s],3i € [1,n] : of + sA +1 < o7,

From the definition of the deadlines of the p-unwinded scheduling problem,
we have df + s\ = d?™°, so each inequality becomes Vq € [1,p—s],3i € [1,n] :
ol —d! +1< o™ —dit.

Summing over 7 € [1,n] yields the inequality Vg € [1,p—s] : X 1<;<, (0] —df) +
1 < 3 cicn(0f™—d!™). Then for each g € (1,1+s,...142zs), with z = [2=1]

i
we sum this inequality and obtain Y1, (07 —d})+2 < S 1cicn (0117 —d}T%).

By increasing z = |21 |, we get Y1 <jcn (01 —d})+2 > 0,500 < Y0y cjc, (0,775 —
dit*) = i : 0/ t* > d;7** and the M\-regular p-unwinded pseudo-schedule is
infeasible for any z > >, (d} — o}).
In particular, Y cic,(di — 7)) = Yicicn(dl —1}) > Y icicn(df — 0}), s0 2 >
Y1<i<n(di — 1;) ensures infeasibility. Finally, a choice of r > 537, (d; —
r;) + s ensures that the A-regular p-unwinded pseudo-schedule is infeasible.
This completes the contradiction. 0

Corollary 14 Given a A-feasible modulo scheduling problem, ¥s > 0, if p >
§Y1<i<n(di — ;) + s then any A-regular p-unwinded pseudo-schedule is s-
successive \-stationary.

Corollary 15 A modulo scheduling problem is equivalent to any of its A-
reqular p-unwinded scheduling problems, with p > p = Q Si<icn(di —13) + Q.
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Fig. 5. Schedule for the 3-regular unwinded problem.

PROOF. Corollary 14 ensures that any A-regular p-unwinded schedule with
P> QY cicn(di —15) + € is Q-successive A-stationary. By Corollary 10, this
is equivalent to modulo scheduling. 0

Corollary 15 provides the foundations of the regular unwinding framework:
to solve a modulo scheduling problem at period A, build a A-regularized p-
unwinded scheduling problem with p > p. In practice, A-regularizing a p-
unwinded scheduling problem means adding enough constraints oF + A\ <
ot (that is, dependence arcs OF < OF of latency \) to ensure that
the p-unwinded schedules are A-regular. Either this A-regularized p-unwinded
scheduling problem is feasible and we convert its solution to a modulo sched-
ule; or, it is not feasible and there is no modulo schedule at period .

In Figure 5, we illustrate regular unwinding for A = 3.

2.4  Semi-Reqular Unwinded Scheduling Problems

Consider the cases where the p-unwinded schedule is only partially A-reqular,
that is, A-regularity only holds for the instances of a subset {O;};cr of the
generic operations, with R C [1,n]. Theorem 13 generalizes as follows:

Theorem 16 Given a A-feasible modulo scheduling problem, Vs > 0,3r >
0,Vp > r: any p-unwinded pseudo-schedule that is \-reqular on the index set

) : : 1<k<
R C [1,n] is s-successive A-stationary on {oF}i=n="

PROOF. Given the hypothesis, the theorem states that 3¢ € [1,p — s], Vi €
R,k € [q,q+ 5 — 1] : 6F + X = 0" (Definition 4). The proof is identical to
the proof of Theorem 13, except that i € [1,n| is replaced by ¢ € R. 0

Corollary 17 Given a A\-feasible modulo scheduling problem and R C [1,n],
Vs > 0, if p > s> er(di — r;) + s then any p-unwinded pseudo-schedule \-

. : : 1<k<
reqular on R is s-successive \-stationary on {oF},=p=F

14



Among the partially A-regular p-unwinded scheduling problems, we are es-
pecially interested in cases where R equals D, the index set of the generic
operations that are not independent.

Definition 18 A A-semi-regularized p-unwinded scheduling problem is an
unwinded scheduling problem where the A-reqularizing dependences are only
added to the instances of the generic operations that are not independent.

Definition 19 The dependent schedule of a p-unwinded scheduling problem
is the partial schedule {o—f}}g’gﬁp, with D the index set of the generic operations

that are not independent in the modulo scheduling problem.

Let us now focus on the properties of the dependence-consistent release dates
of p-unwinded scheduling problems in case of A-semi-regularization.

Lemma 20 For any feasible A-semi-reqularized p-unwinded scheduling prob-
lem, the set of dependence-consistent release dates {r'" Efgff defined as r't <
max (rf, maxor e g o (15 + pj + 147)) is a A-regular pseudo-schedule.

J 7

PROOF. By definition, the set {r'*}1=FP satisfies the release dates and the
dependence constraints of the p-unwinded scheduling problem. It also satisfies
the deadlines else the p-unwinded scheduling problem is infeasible, so it is a
pseudo-schedule. The A-regularity follows from the A-semi-regularization and
from the A-stationarity of the release dates of the independent operations. 0

Definition 21 A ¢-full A-stationary schedule is a solution to a p-unwinded
scheduling problem such that: Vi € [1,n],Vk € [¢,p — 1] : 6F + X\ = oF*!

In other words, the g-full A-stationary schedules are the s-successive A-stationary
p-unwinded schedules starting at iteration g with ¢ =p — s.

Theorem 22 For any feasible \-semi-reqularized p-unwinded scheduling prob-
lem, if the pseudo-schedule of the dependence-consistent release dates {r’f %éf;’;

18 W-successive \-stationary starting at iteration q, then it is q-full \-stationary.

PROOF. The dependence-consistent release dates of the independent op-
erations are A-stationary, so we focus on the dependent operations. By hy-
pothesis, 3¢ € [1,p — &|,Vi € D,Vk € [¢,q +w — 1] : r’f + A= r’f“
(Definition 4). We need to prove Vi € D,Vk € [¢,p — 1] : /¥ + X = 7!
(Definition 21). This is done by induction once we show that Vg € [1,p — @],
ifVie DVEk e [qg,q+@—1]: "+ X =" then Vi € D,r/9% 4 X = p/77F

The set {r'F}I55=P can be seen as the result of a longest path computation
on the A-semi-regularized p-unwinded problem dependence graph, augmented

15



with arcs of latency r; between a root node and the dependent operations of the
first iteration {O!};cp. The A-regularizing arcs ensure /% > r; + kX, Vi € D.

By definition of a pseudo-schedule, the entering dependences of any dependent
operation in iteration g + w are satisfied by the dependence-consistent release

i 0 _ 5t . _
dates: O™ % ore = pITETEgl < 7 First consider the carried
dependences, that is, w/ > 0. As Vi € D,Vk € ¢, qg+w—1] : r’f+)\ = r’f“, the
i . i}
dependence inequality becomes /"< 497 < r’§+w + A after adding \ to
both sides. Thus the date r’?“’ + A satisfies the carried entering dependences
of O;H‘DH, Vj € D. Now consider the non-carried dependences, that is, w! = 0.
The dependence inequality is 77" + 67 < ¢/ ?J“D =T N0 < r'?“’ + A,
so the dates {7’ ?J“" +A}jep satisfy the non-carried dependences of iteration ¢+
@ + 1. Finally, no smaller pseudo-schedule dates are possible for {O?J“DH} jeD

rgto+l _ rg+w

by A-semi-regularization. This implies Vj € D,r";

Corollary 23 For any feasible \-semi-regularized p-unwinded scheduling prob-

lem, ifp > pP Lo iep(di—r;)+w, then the pseudo-schedule of the dependence-

~ 1<k<p . _ .
consistent release dates {T’f 1Zi2P is pP — O-full \-stationary.

PROOF. From Corollary 17, if p > pP” then the pseudo-schedule of the
dependence-consistent release dates is w-successive A-stationary. This succes-
sive \-stationarity appears at the latest at iteration p” — @. 0

3 UET Modulo Scheduling on Parallel Machines

Although the regular unwinding framework applies to the resource-constrained
modulo scheduling problems, we now focus on parallel machines with UET
operations in order to obtain pseudo-polynomial time solutions.

3.1 Dependence-Free Modulo Scheduling

We start with a sufficient condition for the GLSA to build A-regular schedules,
even when the p-unwinded problem is not A-regularized.

Theorem 24 In case of UET operations and parallel machines, running the
GLSA on a p-unwinded scheduling problem without dependences and with a
priority function P such that P(O}) < P(O}) = P(OF™) < P(OM*Y) yields a
A-reqular p-unwinded schedule.

16
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Fig. 6. lllustration of the proof of Theorem 24.

PROOF. [Figure 6] Assume that the p-unwinded schedule is not A-regular.
Let OF be the earliest scheduled operation such that of + X > o™, At date
o1\, operation OF is available, as r¥ = rF™ -\ < ¢¥! — ). Since operation
OF was not scheduled at date o' — X\ < ¥ even though it was available and

from the UET hypothesis, there must exist operations Oé,Oé-/,, ... that are

all scheduled at date of™' — X, meaning they have a higher priority than
OF. At date 0", the operations Oé-“,Oé,H, ... are also available, because

gé, =gl A= 7“;- < gl )\ = ré“ < o These operations cannot be

i
scheduled earlier, that is, 0'§»+1 < Uf“

k+1

i

, because O'é-_H > O'é- + A by A-regularity
— \. Thus, operation OF ™ is scheduled before at least one of the
operations Oé“, Oél,H, ..., meaning it has a higher priority. This contradicts
the hypothesis on the priority function P. 0O

and aé- =0

Corollary 25 The modulo scheduling problem P|r;;d;;p; = 1;7; = A|e can be
solved in pseudo-polynomial time.

PROOF. Build the p-unwinded scheduling problem with p > p. This yields
a problem P|r;;d;; p; = 1|e that is optimally solved by the GLSA using the
earliest d; first priority. The priority P(OF) = d* < d; + (k — 1)\ of a p-
unwinded scheduling problem satisfies the condition of Theorem 242, so the
resulting schedule if feasible is A-regular for p iterations. By Corollary 15, this
is equivalent to modulo scheduling. 0

3.2 Modulo Scheduling a Dependence Circuit

Consider modulo scheduling problems that include uniform dependences in
addition to release dates and deadlines. When the p-unwinded problem is \-
regularized, this yields a dependence structure that is too complex in general
for pseudo-polynomial time solutions. However we show now that regular un-
winding of a dependence circuit yields a monotone chain-order graph, which
is optimally scheduled by the LPPA.

2 In case OF and Oé- have the same deadline, we order them by lower index i, j first.
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Fig. 7. Illustration of the proof of Theorem 27.

Lemma 26 For any monotone chain-order graph, if increasing the weight
of some arc violates the monotone property, then it can be restored without
changing the transitive weights.

PROOF. [Figure 7] Assume a chain order whose arc weights w satisfy the
monotone property: V(v;,v;), (v;,v5) € E : predv; C predvy, = w(v;,v;) <
w(vy, vg). Select arbitrary v;, v, and increase w(v;, vy,) to some value W.

Consider the v; successors v; and vy. For v; between v; and v, in the chain,
w(v;,v;) < w(v;,vi) still holds. For vy after vy in the chain, w(v;, vy) <
w(v;,vy) may no longer hold. Increasing w(v;,v;) to w(v;,vy) = W for all
nodes v; after v; in the chain restores the monotone property. This increase
does not change the transitive weights because w(v;, v;/) = w(v;, vy) < w(v;, vg)+
w(vg, vjr), thanks to the non-negativity of the weight function. 0

Theorem 27 Unwinding a problem P|circuit(6],w]); Y w! = Liridisps =
L;m; = Ae and A-regularizing it yields a PlchainOrder(mono I]);r:; di; p; =
1|e problem.

PROOF. Unwinding a problem P|circuit(6?,w!); Y w! = 1;ri;di;ps = 1;m; =
A|e yields a dependence graph that is a chain?®.

For any nodes v;, v;, v such that v; is the direct successor of v; in and vy, a
transitive successor of v; in the chain, create arc (v;, vy) and assign weight 6!
to all arcs leaving v;. The result is a monotone chain order whose transitive
latencies are the same as the transitive latencies of the original chain, so the
scheduling problem constraints are unchanged.

Now add the A-regularizing dependence arcs to the monotone chain order
graph. Each such arc is parallel to an existing arc (v;, vx) and if not redundant,
this has the effect of increasing w(v;, vx) to A\. By Lemma 26, we restore the
monotone property without changing the scheduling constraints. 0O

Corollary 28 The modulo scheduling problem P|circuit(6],w!); X w! = 1;rs;d;;p; =
1;m; = Me can be solved in pseudo-polynomial time.

3If Zwi = k the p-unwinded dependence graph has k independent chains.
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PROOF. Build the A-regularized p-unwinded scheduling problem with p > p.
By Theorem 27, this yields a P|chainOrder(mono I2);7;; d;; p; = 1|e problem.
A monotone chain order is a particular case of monotone interval order, which
is optimally solved by the LPPA. As any feasible schedule is A-regular for p
iterations, by Corollary 15 this is equivalent to modulo scheduling. 0

Corollary 29 Unwinding a problem P|subCircuit(6),w]); S w! = 1;7;; di;pi =
1;m; = A|e and A-semi-reqularizing it yields a P|subChainOrder(mono l]);r;; ds; p; =
1|e problem.

PROQOF. First consider the operations in the dependence circuit. After un-
winding, their instances are A-regularized. Proof of Theorem 27 ensures that
the resulting problem is P|chainOrder(mono I});r;; di; p; = 1|e. Now add the
instances of the independent operations to the p-unwinded problem. Thanks
to A-semi-regularization, these operations instances remain independent. The
end result is a P|subChainOrder(mono IJ); r;; di; p; = 1|e problem. 0

3.8  Properties of the Leung-Palem-Pnueli Pseudo-Schedule

Given a p-unwinded scheduling problem with UET operations, consider the
pseudo-schedule {o*F & @’* — 1}1EF5P computed by the ModifiedDeadlines al-
gorithm of Leung, Palem and Plueli described in §1.3. These dates satisfy the
dependence constraints of the p-unwinded problem, so if the p-unwinded prob-
lem is A-regularized, its LPPA pseudo-schedule is A-regular. A more difficult
question we study in this section is whether the LPPA pseudo-schedule of a
A-semi-regularized p-unwinded scheduling problem is A-regular.

Lemma 30 Given a feasible p-unwinded scheduling problem, {r’f}}éi‘g’f its

dependence-consistent release dates and OF i € [1,n] — D any independent

operation, the supporting set of OF is included in {Oé}?lggf_@)ggp .

PROOF. Leung, Palem and Pnueli [10] characterize the supporting set at
date t of operation OF as Support(OF, ) & succ OFU {O! € indep OF : 7"’5- >t}
In case of the independent operations, succ OF = ) and taking t = r’ f provides
a safe approximation of the supporting set of OF. Moreover, r’ 3 > f = dg >
rf=(k-DI<dj—ri=k—-1<0o=>1>k—0. 5

Theorem 31 For any A-semi-reqularized p-unwinded scheduling problem, if

the pseudo-schedule of the dependence-consistent release dates {r’f Eg‘f 18
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Fig. 8. Illustration of the proof of Theorem 31 with A\ = 4.

q-full \-stationary, the fixpoint modified deadlines of the algorithm of Leung,
Palem and Pnueli are \-regqular starting at iteration q + @.

PROOF. Follow the BackwardSchedule algorithm, which processes the op-
erations in an order compatible with the highest dependence-consistent re-
lease dates r’! first and starts from an initial set of deadlines that are the
dependence-consistent deadlines. The dependence-consistent deadlines are \-
stationary in case of independent operations and are A-regular in case of depen-
dent operations thanks to A-semi-regularization. So the dependence-consistent

deadlines are A-regular: Vi € [1,n],Vk € [L,p—1] : d'F 4+ X < d'F™.

A first remark is that the fixpoint modified deadlines of the dependent op-
erations {d*f}}él—)gp are guaranteed to be A\-regular. Indeed, in case OF is a
dependent operation, OF*! is its direct successor by A-semi-regularization, so
the backward scheduling problem B(OF, SF) is such that Of*' € S¥. The reg-
ularizing arc between OF and O ensures d*F + X < d***!. So there remains
to prove that the fixpoint modified deadlines of the independent operations

are A-regular: Vi € [1,n] — D,Vk € [g+ &, p — 1] : d*F + X < d*FH.

[Figure 8] Assume i € [1,n] — D and k € [q + @, p]. Because OF is an inde-
pendent operation, the fixpoint modified deadline d*f is the result of optimal
backward scheduling on problem B(OF, SF), with Sk = {Oé}lfggffmggp by
Lemma 30. Define B'(OF™, S¥t1) as problem B(Of*!, SF™) with time trans-
lated by —\. We claim that B(OF, SF) is more constrained than B'(OF™, SF+1),
whose optimal backward scheduling resulted in d*f“ — . First, the dependent-
consistent release dates are \-stationary for all the operations involved in S¥,
because k > g + @ and thanks to the ¢-full A-stationarity of the modified re-
lease dates. Second, consider any deadline d'; or d*} that constrains B(OF, SF).
If | = p, there is no corresponding deadline in B’(Of™, S¥*1). Else, the corre-
sponding deadline is d’?“l —A> dlé’ or d*é-“ —A> d*g by the A-regularity of the
dependence-consistent deadlines and of the already computed fixpoint modi-
fied deadlines. In any case, B(OF, SF) is more constrained than B'(Of*!, SF)
and this implies d*¥ < d*F*" — \. 0
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Corollary 32 For any feasible \-semi-regularized p-unwinded scheduling prob-
lem, if the dependence-consistent release dates are q-full \-stationary, the fiz-
point modified deadlines of Leung, Palem and Pnueli are \-stationary from
iteration ¢ + & to iteration p — p + Q with p = Q Si<icnl(di —13) + Q2.

PROOF. By Theorem 31, the LPPA pseudo-schedule is A-regular starting at
iteration ¢ + w. Corollary 14 applies to the pseudo-schedule {a*f}ﬂ;‘gf =P 50
for p > g+ & — 1+ p, this pseudo-schedule is Q-successive \-stationary. As the
ModifiedDeadlines algorithm builds the pseudo-schedule in reverse topological
sort order, 2-successive A-stationarity appears first in the higher iterations,
then extends to the lower iterations because optimal backwards scheduling

maximizes the pseudo-schedule dates. 0

This result is useful by itself for heuristic modulo scheduling: when applying
the LPPA to a A-semi-regularized p-unwinded scheduling problem, there is
no need to run the BackwardSchedule algorithm after the fixpoint modified
deadlines become A-regular for €2 iterations.

3.4 Modulo Scheduling a Dependence Sub-Clircuit

While Corollary 28 provides a first pseudo-polynomial solution to modulo
scheduling problems that involve both a dependence circuit with dependence
delays and resource constraints, there remain strong motivations to include
independent operations outside the dependence circuit in modulo scheduling
problems. Indeed, given a complex modulo scheduling problem, the relaxation
obtained by keeping only its most constraining dependence circuit and making
the operations outside this circuit independent would be stronger than the
existing practice of computing A..s and \.. independently (§2.1).

Proposition 33 Given a feasible problem P|subCircuit(),w]); S w! = 1;7:; di; pi =
1;m = A|e at period A\, the pseudo-schedule of the dependence-consistent re-
lease dates {7”;c gfgf; of its A\-semi-reqularized p-unwinded problem is 2-full

A-stationary.

PROOQOF. Consider the longest path problem introduced in the proof of The-
orem 22 to compute the dependence-consistent release dates of the dependent
operations. Assume 3i € D : 7”? +A <7 S’ This implies the dependence circuit
has a cumulative latency greater that A, so the modulo scheduling problem
is not feasible at period A. Thus, whenever the modulo scheduling problem is

feasible at period A, Vi € D : /2 + X\ = 72, then Theorem 22 applies. 0
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Theorem 34 Assume a GLSA schedule of a A-semi-reqularized p-unwinded
scheduling problem such that the dependent schedule {Uf}kaSp IS S-successive
A-stationary starting at iteration q. If the GLSA priority function P satisfies
Vk,l€lq,q+s—1]: P(Of) < P(O}) = P(OF") < P(OYY), then the partial

k1 gteosk<qts—w .
schedule {07 }1272, is A\-reqular.

PROOQOF. The schedule dates of the dependent operations are A-stationary
hence A-regular for all iterations in [¢,q + s], so we only need to show that
the schedule dates of the independent operations are regular for all iterations
kelg+w,q+s— .

By Lemma 7, any two operations OF and Oé- can only overlap if || — k| < ©, so
the independent operations of iterations k € [¢+w, ¢+ s — | can only overlap
with the dependent operations whose iterations [ € [q,q + s].

[Figure 6] Follow the proof principles of Theorem 24, a contradiction based on
the definition of OF as the earliest scheduled operation such that oF 4\ > o,

In the current proof, operation OF can only be independent by hypothesis.
The proof of Theorem 24 considers operations Oé, Oéf/, ... scheduled at date

o/t — X and needs that operations O/t Oéﬂ“, ... be available at date ot
In the current proof, some Oé may be dependent. However the \-stationarity
of the dependent operations ensures that Oé“ is available at date ot so the

remainder of the proof of Theorem 24 carries unchanged. 0O

Corollary 35 The modulo scheduling problem P|subCircuit(6?,w]); > w! =
Lirids; pi = 1, = Me can be solved in pseudo-polynomial time.

PROOF. Build the A-semi-regularized p-unwinded scheduling problem. By
Corollary 29, this yields P|subChainOrder(mono 1]);r;;di;p; = 1|e. This
problem is a particular case of PlintOrder(mono I});r;;d;;p; = 1|e, which
is optimally solved by the LPPA.

Let p; be some unwinding amount. By Proposition 33, for the p;-unwinded

problems we consider, the pseudo-schedule of the dependence-consistent re-
1<k<p1

lease dates {r’ f 12i<n 18 2-full A-stationary. By Corollary 32, the LPPA pseudo

schedule {o*F & @'F — 1}1SF5P1 s A-stationary from iteration 2+& to iteration
p1 — p+ Q. So for the LPPA GLSA that uses the fixpoint modified deadlines
P(OF) ¥ d'% as priorities, we have Vk,l € 2+, p1 —p+Q—1],Vi,j € [1,7] :
P(OF) < P(O}) = P(O}*') < P(O}T).

Select py such that the dependent schedule constructed by this GLSA is so-
successive A-stationary starting at iteration g, under the requirements g >
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Fig. 9. The core proof of the Leung-Palem-Pnueli algorithm.

2+ w and sy > p + 2w. This is achieved by any dependent schedule that is
sz-successive A-stationary with s3 > so+2+w. By Corollary 17, this is ensured
for any py > 83 Yicp(d; — ;) + s3. Finally, by taking p < max(p; + 5 — Q, pa),
Theorem 34 ensures the p-unwinded schedule is A-regular for p successive
iterations. As any feasible p-unwinded schedule is A-regular for p iterations,
by Corollary 15 this is equivalent to modulo scheduling. 0O

4 UET Modulo Scheduling on Typed Task Systems

In order to generalize the parallel machine modulo scheduling problems of
Section 3 to typed task systems, we need to extend the algorithm of Leung,
Palem and Plueli [10] to solve ¥.P|subChainOrder(monoll); r;; d;; p; = 1]e.

4.1 The Leung-Palem-Pnueli Algorithm Correctness Arguments

The correctness of the Leung-Palem-Pnueli algorithm (LPPA) is based on two
arguments. The first proves that the fixpoint modified deadlines computed by
the ModifiedDeadlines and the BackwardSchedule algorithms are deadlines of
the original problem, so a schedule that misses a modified deadline on a feasible
problem is not optimal. Moreover, in [10] Leung, Palem and Pnueli prove
the correctness of the ModifiedDeadlines and the BackwardSchedule algorithms
without relying on the dependence structure of the scheduling problem.

The second correctness argument of the LPPA is that the GLSA with the
lowest fixpoint modified deadlines first as priorities does not miss any fixpoint
modified deadlines. Let us call core this GLSA. Let O; be the earliest operation
that misses its fixpoint modified deadline d; in the core GLSA schedule. Leung,
Palem and Pnueli [10] show that an earlier operation Oy, necessarily misses its
fixpoint modified deadline dj, in the same schedule for each particular class of
problems considered. This contradiction on the choice of O; ensures that the
core GLSA schedule does not miss any fixpoint modified deadline.

The details of the proof rely on a few definitions and observations illustrated
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in Figure 9. An operation O; is said saturated if d; < d}. Define t, < d; as
the latest time step that is not filled with saturated operations. If ¢, < 0 the
problem is infeasible. Else, some scheduling slots at t,, are either empty or filled
with unsaturated operations. Define the operation set ¥ & {O; saturated :
t, < 0; < d;} U{O;}. Define the operation subset ¥/ = {0; € ¥ : G
For any operation O; € ¥/, there must exist a constraining operation Oy, in the
core GLSA schedule that prevents the scheduling of O; at date ¢, or earlier.
This constraining operation Oy, is a direct predecessor of operation O; and the

precedence constraint o + pr + li = o, implies o}, + 1 + li > ty.

Consider problem P|intOrder(mono I2);rs; d;;p; = 1|e. In an interval order,
given two operations O; and O, either pred O; C pred O; or pred O; C pred O;.
This is easily understood by referring to the underlying intervals that define
the interval order. Also, any transitive predecessor (successor) of some opera-
tion in an interval order is also a direct predecessor (successor). Select some
O; among O; € ' such that | pred O,| is minimal. Each operation in pred O
is a predecessor of all operations in >’ and no predecessor of O; is in >'. Thus,
the constraining operation Oy, of Oj is a predecessor of all operations in ¥'.

A Y-stable backward schedule is any optimal backward schedule {0} }:.0,c{0,}us,
for some B(Oy, Si) with ¥ C S and the same dependence-consistent release
dates and fixpoint modified deadlines as seen by the core GLSA. Thanks to the
stability of the fixpoint modified deadlines, we may assume that a X-stable
backward schedule exists for any » and Of. A key observation is that any
Y.-stable backward schedule must slot the m(d; — t, — 1) + 1 operations of X
between ¢, +1 and d; on m processors. This implies that at least one operation
O; € ¥’ has a backward schedule date o’ < ¢,.

Since 30; € X' : 0 < t, in any Y-stable backward schedule, we have o} + 1 +
I < t, and the fixpoint modified deadline dj, of O is such that dj, + I < t,.
By the monotone property, pred O; C pred O; = li/ < li for Oj selected
above and VO, € ¥, so dj, + lil < t,. However in the core GLSA schedule

or+ 1+ li/ > t,, as operation Oy is constraining Oj. Thus Oy misses its
fixpoint modified deadline dj, contradicting the choice of O;.

4.2 Extension of the Leung-Palem-Pnueli Proof to Typed Task Systems

Scheduling problems on typed task systems generalize the parallel machine
scheduling problems by assigning a type 7; to each operation O; and by provid-
ing a bounded number of processors of each type. Jansen [9] gives a polynomial
algorithm for the problem X P|intOrder;p; = 1|Cpaz-

Definition 36 The type distribution of a problem X.P|3|e is creation of as
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many parallel parallel machine scheduling problems as there are types, where:

e Fach parallel machine scheduling problem only contains the processors and
the operations of a particular type.

o The dependence graph of each parallel machine scheduling problem is ob-
tained from the transitive closure of the original dependence graph weighted
with the transitive latencies, induced by the operations of the particular type.

e The release dates and deadlines of each parallel machine scheduling problem
are obtained by making them dependence-consistent with the transitive clo-
sure of the original dependence graph weighted with the transitive latencies

Solving all the parallel machine scheduling problems resulting from type dis-
tribution is only a relaxation of the original problem on typed task systems.
In simple cases, solving this relaxation also solves the original problem.

Lemma 37 The GLSA with Jackson’s rule optimally solves XP|ry; d;; p; = 1|e

PROOF. Apply type distribution of the problem X P|r;;d;;p; = 1|e. This
yields independent problems P|r;;d;;p; = 1|e, each of which is optimally
solved by the GLSA with Jackson’s rule. 0

Theorem 38 The algorithm of Leung, Palem and Pnueli extended to typed
task systems solves any feasible X P|intOrder(mono ] );r; di; p; = 1e.

PROQOF. In order to apply the LPPA to solve typed task systems, we need
to show its correctness on the two arguments discussed §4.1. For the Modi-
fiedDeadlines and the BackwardSchedule algorithms, we keep them unchanged
except that the BackwardSchedule algorithm solves a series of X P|r;;d;;p; =
1]e to find the optimal backward schedule dates. By Lemma 37, these sub-
problems are optimally solved by the GLSA with Jackson’s rule. Thus the first
correctness argument of the LPPA, that is, the fixpoint modified deadlines are
deadlines of the original problem, still holds.

The second correctness argument of the LPPA is essentially unchanged. Let 7
be the type of the earliest operation O; that misses its fixpoint modified dead-
line d;. The contradiction proceeds by defining ¢, 3, 3 on the processors and
the tasks whose type equals 7;. As in the parallel machine case, monotonicity
allows to show by contradiction that the core GLSA algorithm does not miss
any modified deadlines, thus proving the second correctness argument of the
LPPA on typed task systems and monotone interval orders. 0
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4.8 Application to Dependence Sub-Circuit on Typed Task Systems

By using similar arguments as in §3.4, we now show that the modulo scheduling
problem X P|subClircuit(0],w]); > w! = 1;r;;di;p; = 1;m; = A|e can be solved
in pseudo-polynomial time.

Corollary 39 Unwinding S P|subCircuit(0),w!): Y w! = 1;7;; dispi = 1;m; =
Ale and A-semi-reqularizing it yields a ¥ P|subChainOrder(mono I]); ry; di; pi =
1|e problem.

PROOQOF. Same as Corollary 29, as resource constraints are not involved. 0

Theorem 40 The modulo scheduling problem ¥ P|subCircuit(6],w!); Y w! =
Liridi;pi = 1;m = Me can be solved in pseudo-polynomial time.

PROOF. Build the A-semi-regularized p-unwinded scheduling problem. By
Corollary 39, this yields X P|subChainOrder(mono I}); r;; di; p; = 1|e. By The-
orem 38, this problem is optimally solved by the LPPA extended to typed task
systems. Then follow the proof of Corollary 35 in order to show that for any
p > max(p; + p— Q, p2), the p-unwinded schedule is A-regular for p iterations.
By Corollary 15, solving the p-unwinded problem for such p is equivalent to
modulo scheduling.

The proof of Corollary 35 relies on Corollary 17, Corollary 32 and Theorem 34.
Corollary 17 is independent of the resource constraints. Corollary 32 and The-
orem 34 ultimately rely on the optimality of Jackson’s rule for scheduling
Plry; di; p; = 1|e with the GLSA. By Lemma 37, the GLSA with Jackson’s
rule optimally solves X P|r;;d;; p; = 1|e so Corollary 32 and Theorem 34 ex-
tend to typed task systems. 0

Summary and Conclusions

Modulo scheduling refers to cyclic scheduling with uniform dependences and
dependence delays, where the cyclic schedules must be 1-periodic with integral
period. We propose a new framework for resource-constrained modulo schedul-
ing, whose principle is to unwind the modulo scheduling problem and to apply
acyclic scheduling while ensuring that the schedule is A-regular. Under the
general case of the RCPSP resource constraints [3], we prove the equivalence
between modulo scheduling at period A and solving A-regularized p-unwinded
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problems, for p > p of pseudo-polynomial size: either the A-regularized p-
unwinded schedule is A-stationary for enough iterations to yield a modulo
schedule of period A; or, there is no modulo schedule of period .

Solving cyclic instruction scheduling problems by combining unwinding and
acyclic scheduling has been proposed earlier [2][1][6]. These approaches build
K-periodic cyclic schedules [7] where K is only known after the unwinded
schedule is built. Work in [2][1] focuses on heuristics for instruction schedul-
ing. Work by Chrétienne [6] studies the performance guarantees of Graham
list scheduling on 1-regular unwinded problems, but is restricted to parallel
processors and dependences without delays. These techniques require that the
dependence graph be a single strongly connected component.

In the area of 1-periodic cyclic scheduling techniques, state-of-the-art mod-
ulo instruction scheduling [14][15] use job-based list scheduling extended to
manage the modulo resource constraints. With job-based list scheduling, each
operation is scheduled in priority order, unlike Graham list scheduling where
the operations are scheduled in non-decreasing time order. In [14][15], the job-
based modulo list scheduling is augmented with bounded backtracking and is
reported with satisfactory results. In recent work, Brucker et al. [5] formulates
neighborhood functions for the 1-periodic cyclic job-shop problems and apply
them to Tabu search heuristics.

In contrast to those heuristic approaches and restricting assumptions, the
regular unwinding framework enables resource-constrained modulo scheduling
to benefit from any machine scheduling technique that applies to the regular
unwinded scheduling problems. As first applications, we solve the following
modulo scheduling problems in pseudo-polynomial time:

P|ri;di; pi = 1;m; = A|e, based on the properties of the Graham list scheduling
algorithm with Jackson’s rule on the unwinded scheduling problems.

Plcircuit(0),w!); Y w! = 1;7:ds; ps = 1;m; = Me, by applying the algorithm
of Leung, Palem and Pnueli [10] to the unwinded scheduling problems.

P|subCircuit(0?,w!); S w! = 1;74; dy; p; = 1;m; = Ae, by combining the pre-
vious results with a proof that the fixpoint modified deadlines computed
by the algorithm of Leung, Palem and Pnueli [10] are almost A-regular for
unwinded problem whose independent operations are not A-regularized.

S P|subCircuit(6?,w!): Y w! = 1;rs;d;; p; = 1;m; = A|e, by combining the pre-
vious result with a proof that the algorithm of Leung, Palem and Pnueli
[10] applies to typed task systems [9] in case of monotone sub-chain orders.

These results are directly relevant to the practice of cyclic instruction schedul-
ing that motivates our research. Given a resource-constrained and dependence-
constrained modulo scheduling problem, summarizing all dependences into re-
lease dates and deadlines while keeping those on the most constraining recur-
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rence circuit with w! = 1 yields a relaxation we can solve. This relaxation
is stronger than removing either all resource constraints or all dependence
constraints from the original modulo scheduling problem.
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